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Some notes on the periodic distributions

Nikola Reckoski, Vasko Reckovski, Vesna Manova-Erakovikj

ABSTRACT. In this article, we give some notes concerning the
convolution of the periodic distributions and the analytic representation of
their Fourier transforms.

1. Introduction

A distribution T € D' is called [ —periodic distribution, where [ > 0, if
it satisfies

(@) =Tt -D=T(),

where s; is the translation operator.

It is clear that if T has a period [, then T, also, has a period kl, where k
is an arbitrary integer.

Since

suppT = suppT(t — kl) = suppT + ki,

we see that the periodic distributions have unbounded supports, from which
it follows that they can not be convolved.

The subspace of all [ periodic distributions in D" is denoted by D;.

We say that the function ¢ is a periodic test function if is infinitely
differentiable and periodic. The space of all such functions is denoted by P;.
The convergence in the space P; is defined as follows:

A sequence (,,)ney converges in the space P; to the function 1, if the
sequence (14 converges uniformly to the function 1®, for arbitrary k.

Any test function ¢ € D generates a unique test function P € P,
through the expansion

YO = Y pt—n)

Nn=-—w
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Actually, over any bounded ¢t interval there are only a finite number of
nonzero terms in this series since ¢ has bounded support. Thus, we may
differentiate the series term by term, and get that

Pp® @) = Z e® (t—nl), k=12,..

n=-—ow
It is important to note that, if (¢, ) converges to the function ¢ in D,
then the correspondent sequence of the periodic functions (y,,) converges
to the function v in P;.

Another type of functions that we will make use of, are the so-called
unitary functions.

A function a(t) € D is said to be a unitary function with respect to [ if
it satisfies
Sre pa(t—n)=1 (1)
forallt € R.
The set of all functions which satisfy (1) is denoted by U;. Here, we
present a construction of a unitary function.

Let B € C* such that f(t) =0if t<0, and f(t) =1ift >1 and
0<p(t)<1,fort €R. Then
0, fort<0
at) =M1 —-p-D)=41, fort=1
0, for2l<t
issuchthat 0 < a(t) < land a € U,.
From
Z?:—ooa (t - nl) =1,
it is clear that
© _,a®(t—nl)=0,
fort € R, k € N, ([4], p.246).

Clearly, if Y € Pyand « € U, then ay € D. Also, if (y,,) converges
in P; to Y, then ay, converges to ay in D.

The space of all linear functional, defined on the space P; and which are
continuous with respect to the convergence is denoted by P;.

For instance, if T € D;, then, by A,T, we denote the functional on P,
defined by the formula
ATY =< T,y >=T(ay).
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It is easy to see that the functional S = A;T is linear on P, furthermore,
if the sequence (y,,) converges to the function y in P;, then the sequence
(a1p,,) converges to the function ap in D, and since T € D’ we have that

, St = T(ayy) - T(a) = Sy,
Hence S € P;.

It is known that the definition of S is independent of the choice of a of
U; ([4],p.248). , ’

Now, we consider 4; as a mapping from D, into P;. It is linear and if the
sequence of distributions (7,,) converges to the distribution T, then the
sequence (4,;T,,) converges to A;T in P, sense. In [4], it is proved that 4; is
a continuous isomorphism from D; into P;. Hence, for every € P, , there
exists a unique T € D, such that S = A;T and, because of this, we write
T -y in place of A;TY 1i.e.

T-Y=<T,ay >,
where «a is of U; and 1 belong to P;.

In the theory of distributions, it is well known that, if T € D has a

compact support, then
Z T(t—nl) €D’

Nn=-—ow

is a periodic distribution with period [.

For example, if T =¢§, the Dirac (delta) distribution, then the
distribution

1 v ,
5 =7 z 8(t —nl) € D,

n=—ow
belongs to D" and, for [ = 2m, we have that
San = 5= Linmren O(t — 21T).

Now, let T; and T, be two distributions in D; and let the function 1 belongs
to P;. We define a functional

S =<Ty(t) @ T2(D), a(®)B(@Y(t + 1) >,
where a and f are in P, and T; @ T, is the tensor product of T; and T5,.
Since the function a(t)B(T)Y(t + ) is a test function of two variables
(t,7), one can easily verify that S € P;. Since 4, is an isomorphism, there
exists a unique T € D, such that A;T = S. This distribution T is denoted by
T = T,AT, and T is called the convolution of T; and T5.



94 Nikola Reckoski, Vasko Reckovski, Vesna Manova-Erakovikj

From the properties of the tensor product, it follows that the
commutative and the associative laws, i.e.
T,AT, = T,AT;,
T,A(T,AT;) = (T, AT,)AT,
hold.

Also, the following properties
1.TASY = T®),
2.TAS, =T,
3. (T;AT)® = TWAT, = T,AT,
4. s, (T,AT,) = s, T;AT, = T1As, T,
hold as well.
In particular,
TA[Y] = [TAY] = [T(Dy(t — )],
is true for ¥ € P;. The function T(t)Y(t — 1) € P; ([5], p.253).
Our first note is motivated from the function T(7)y(t — 7).

2. Convolution of a distribution T € D; with a function ¢ € P,.

We know that the convolution of a distribution T of D" with a function
@ € D is defined with

(T*@)(@) =<T(D),p(t—-1)>

and the same definition holds if T has compact support and ¢ € C*.

Analogously as above, we define

(AY) (@) = (TAY) (&) =T (1) " P(t — 7).

The function (AyY)(t) is called a convolution of the distribution
AT € P, withy € P,.

Let us now consider 4 as a transformation of P; into P;.

It is evident that A is linear. Furthermore, since
(AP) () =<T (1), a(P(t — 1) >=< a()T (1), P(t — 1) >
= ((aT) = ¥)(t)
(aT is with compact support and Y € C*) we conclude that (Ay) € P;. This
is in fact another proof for the properties of the function Aip.
Since
sn(AP) () = (AY)(t — h) >=<T(1),a(DP(t — 7 — h) >=
<T@, a(@)(spP)(t — 1) >=T(sp)(t — 7) = A(sp)(¢)

we have that the mapping A is a translation invariant.
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Now let the sequence (i, (t)) converges to the function i in P; sense. Then
((aT) *,) converges to A and, hence, 4 is continuous with respect to
the convergence in P;.

The converse. We will prove that, if the mapping A: P, = P, has the
above properties, then there exists a unique periodic distribution T of D,
such that

(AP) () = (TAp)(©).

Proof. The proof is similar as the proofs in D and in D, ([6], pg.173).

We define the mapping S in the following way
S = (49)¥(0). )

It is clear that the mapping S is a linear functional which is continuous
with respect to the convergence of the sequence in P;. Namely, if the
sequence (1,) converges to the function 1 in P, as v = oo, then the
sequence ()" (0), also, converges to the function () (0), hence S € P;.
Also, AYyY(t) = s_(AYP)(0) = S[(s_y)Y] , and the isomorphism
A;: D] - P, guarantee that there exists a unique T of D, such that

S[(s—ep )] = AT (s_p)".
Consequently, we obtain
AP () =< T(1), a(D)(s_YPP)" (1) >=
<T@, a(@yPP(t — 1) >=T@) - PPt — 1) = (TAP) (D).

For example,
1
pf—-Al1] = 0.

sint
3. Tempered functions for the periodic distributions
In this section, we will determine the tempered functions for the
periodic distributions. It is known that for any tempered distribution U € S,
it exist a continuous function f such that f(t) = 0(|t|%) and U = [f]™,
forsome m = 0,1,2, ....

The proof for the existence of such function is not easy, ([1] p. 171), but
for T of D, , it is easier to determine this function by using the Fourier series
for T. Indeed, let T € Dl' , then

T = [bo] + X5=—, by [e"*"],

—iwvt

2 1 . .
where OJZT” and b, = TTe are the Fourier coefficients for T, and, for

v # 0, there exists a > 0 and an integer k such that |b,| < a|v|*.
Let us consider the function
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o0 .
lwvt

e
gt) = Z va

YV=—0
(by 1s not in the sum). In accordance with the estimate of b,,, where v # 0, it
follows that g(t) is a continuous, periodic function and g(t) = 0(|t|?).
Since
T = [bo] + Xy-—. by [e"V],
we write
b (k+2)

T = ((kTOZ), tk+2) )

Consequently, the desired function is

) = 22 k2 g (o)

(k +2)!
or, in the distributional sense, it is
T = [f]%),

4. Analytic representation for the Fourier transform in D ;
Here we consider the space D,,. Let T € D, . Then there exists a

continuous function
g = ) dyet

V=—
such that g(t) = 0(|t|°) and T = [d,] + [g(£)]**? for some integer k,
and
T - [do] = [g()]**?
fork > —2.
The function (—iz)**?F(g,z), z = x + iy , where

( f g®)et?dt, for y >0
0
F(g,z) = ,
—f gt)et?dt, for y <0

is analytic representation for the Fourier transform F(T —[d,]), ([1],
p.128). Since
F(T —[do]) = F(T) — F([do]) = F(T) — 2md,8,
we have that
F(T) = F(T — [dy]) + 2nd6
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And, from here, we conclude that the analytic representation of the Fourier
transform F (T) is the function

1 d
—iz2)**2F (g, z) — dy2m —— = (—iz)k*2F (g, _20
(=i2)*"°F(g,2) —do2n o — = (=i2)""*F(g,2) =
for Imz # 0.
Example. Let T = pf ﬁ This distribution is 2w — periodic and its
Fourier series is

T=2 Z [sin(2m + 1) ¢]
m=0

and belongs to D'. The function
- - sinm+ 1)t
GEDY 2
— 2m+1)

is 2m — periodic and continuous function and, since
1

F©] < e e

we have that £(t) = 0(]t|%) and it is a regular distribution of S

[F1® = Y [sin@m + De] =T
m=0
Consequently, the analytic representation of the Fourier transform F(T) is
the function

( fwg(t)eitzdt, for y >0
H(z) = (—iz)? ’
0
—f g(t)et?dt, for y <0

where z = x + iy, and hence
limy o, [ [H(x + iy) — H(x — iy)]p(x)dx =< F(T), ¢ >.
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